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ABSTRACT

Graph data are prevalent in communication networks, social
media, and biological networks. These data, which are often
noisy or inexact, can be represented by uncertain graphs,
whose edges are associated with probabilities to indicate the
chances that they exist. Recently, researchers have studied
various algorithms (e.g., clustering, classification, and k-NN)
for uncertain graphs. These solutions face two problems:
(1) high dimensionality: uncertain graphs are often highly
complex, which can affect the mining quality; and (2) low
reusability, where an existing mining algorithm has to be
redesigned to deal with uncertain graphs on different tasks.
To tackle these problems, we propose a solution called URGE,
or UnceRtain Graph Embedding. Given an uncertain graph
G, URGE generates G’s embedding, or a set of low-dimensional
vectors, which carry the proximity information of nodes in
G. This embedding enables the dimensionality of G to be
reduced, without destroying node proximity information. Due
to its simplicity, existing mining solutions can be used on
the embedding. We investigate two low- and high-order node
proximity measures in the embedding generation process,
and develop novel algorithms to enable fast evaluation.

To our best knowledge, there is no prior study on the use of
embedding for uncertain graphs. We have further performed
extensive experiments for clustering, classification, and k-NN
on several uncertain graph datasets. Our results show that
URGE attains better effectiveness than current uncertain
data mining algorithms, as well as state-of-the-art embedding
solutions. The embedding and mining performance is also
highly efficient in our experiments.

1 INTRODUCTION

Graph data are often found in important and emerging do-
mains, including social media, communication networks, and
biological databases. This rich information source, which
describes complex relationships among objects, has attracted
a lot of interest from research and industry communities.
Mining and analysis solutions, such as clustering [32], clas-
sification [3], and embedding [13, 30, 36], allow important
knowledge and insight to be discovered from graphs.
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Figure 1: (a) An uncertain graph G. (b) A possible
world G = {(a, d), (b, d), (b, c)} of G with probability
Pr[G] = PadPbdPbc(1 − Pab)(1 − Pcd) = 0.1 × 0.8 × 0.6 ×
0.1× 0.8 = 0.00384.

In many situations, graph data are noisy, inexact, and
inaccurate. This can be due to various reasons, such as
the error occurred during the data collection process, im-
perfection of machine-learning techniques for generating a
graph, or deliberate hiding of information for privacy pro-
tection [21]. For example, in the Protein-Protein Interaction
(PPI) networks, each protein is represented as a node, and
an edge between two nodes depicts an interaction between
them. However, whether an interaction exists is not cer-
tain, because it is derived through error-prone experiments
or statistical models [22]. As another example, in influence
maximization, an influence graph is used to indicate whether
a social network user (node) can affect another one [20]. An
edge from node a to b indicates that a can exert influence on
b (e.g., to buy an electronic product). Since it is not entirely
clear whether a can indeed influence b, the existence of edge
(a, b) is probabilistic. Other examples of graph uncertainty
include the modeling of reliability between nodes in mobile
ad-hoc networks [4], as well as the use of graph obfuscation
for privacy protection [5].

A common model that captures the inexact information
of graph data is the uncertain graph model. As illustrated
in Fig. 1a, each edge is associated with a probability value,
which specifies the chance that the edge exists. Let us sup-
pose that Fig. 1a is a PPI network. Then, the probability
on the edge (a, b) indicates that proteins a and b interact
with a probability of 0.9. In recent years, researchers have
studied various problems on the uncertain graph model, in-
cluding clustering [21, 24], classification [8], k-NN queries [31],
structural-similarity computation [10, 45], dense subgraph re-
trieval [6, 15, 27], and frequent subgraph mining [44, 46].
In general, this kind of solutions takes an existing non-
probabilistic (or deterministic) graph algorithm and modify
it to address the probability information of graph edges.
Although they have been shown to outperform a graph solu-
tion that does not handle uncertain graphs, they have two
shortcomings.
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• High dimensionality. An uncertain graph, containing nu-
merous nodes, edges, and probabilities, is highly complex.
If the graph is also sparse, it could carry a large amount of
noise, and the quality of mining the graph can be affected.
• Low reusability. As discussed before, to develop a mining
algorithm (say, uncertain graph clustering [21]) on uncertain
graphs, a typical way is to modify its deterministic version.
This methodology is highly non-trivial; for instance, new
index structures and algorithms have to be developed to
compute probabilistic information efficiently. Moreover, it
is not easy to develop an uncertain graph mining algorithm
by extending another one. For example, an index developed
for uncertain graph clustering may not be used for uncertain
graph classification. Hence, given a new mining algorithm A
for deterministic graphs, extending A to support uncertain
graphs can incur a huge amount of effort.

The URGE solution. To tackle the aforementioned
problems, we propose an uncertain data mining paradigm,
called UnceRtain Graph Embedding (or URGE in short).
Given an uncertain graph G, URGE generates its respective
embedding, essentially a set of low-dimensional vectors that
carry the proximity information of nodes in G. A salient
feature of URGE is that node proximity is preserved under
the Possible World Semantics (or PWS), which is a correct
interpretation of uncertain graphs [8, 10, 21, 24, 31, 45].
Fig. 1b illustrates a possible world G of G, which only contains
edges (a, d), (b, d), and (b, c), and exists with a probability of
0.00384. The proximity between two nodes (say, a and b) can
then be computed based on the sum of the probabilities of
the possible worlds in which a and b are close to each other.
Through the use of proximity measures designed for uncertain
graphs, we are able to preserve the similarity between a and
b in the embedding space.

Because URGE represents G as a set of low-dimensional
vectors, the high-dimensionality issue of G is alleviated. As
shown in our experiments, the mining effectiveness of URGE
is better than other uncertain data mining algorithms. More-
over, URGE demonstrates higher reusability than its un-
certain data mining counterparts, because its vector-based
representation is readily used by existing deterministic graph
mining solutions (e.g., [3, 32]).

The topic of embedding graphs has been recently stud-
ied [13, 30, 36]. However, these solutions are not designed for
uncertain graph models. A core part of URGE is to compute
the proximity matrix of G, which is an n × n matrix that
captures the similarity between each pair of n nodes in G.
Here we consider two major classes of proximity measures,
namely Expected Jaccard Similarity (or EJS) [16] and Prob-
abilistic Random Walk with Restart (or PRWR) [31]. The
EJS is a second-order measure, which is suitable for dense
graphs whose nodes are close to each other, while the PRWR
is a high-order metric, which captures the global structure
of a graph. Both measures follow the PWS notion. Due
to the huge overhead of computing the proximity matrix,
we have designed efficient and approximate algorithms with
accuracy guarantees. Particularly, our solution for computing
the proximity matrix for EJS is O(d) times faster than a

current solution in [45], where d is the maximum node degree
of G. Our algorithm for the PRWR proximity matrix also
executes O(d/h) times faster than an existing algorithm [10],
where h is the hash set size, with h ≪ d. We also develop a
matrix factorization method based on negative sampling, in
order to derive the embedding from the proximity matrix.

We have conducted experiments on several uncertain graph
datasets for three common applications (namely clustering,
classification, and k-NN search). We compare our solutions
with state-of-the-art graph embedding solutions (namely
DeepWalk [30], LINE [36], and node2vec [13]) and uncer-
tain data mining algorithms. Our results show that URGE
consistently outperforms these solutions. Our algorithms de-
veloped to compute proximity matrices for EJS and PRWR
are also more efficient than the existing ones [10, 45].

The rest of the paper is structured as follows. We review
the related work in Section 2. Section 3 formulates the
problem of uncertain graph embedding and presents the
URGE model. In Section 4, we study proximity matrices.
We optimize the training process in Section 5. In Section 6,
we report our experimental results. Section 7 concludes.

2 RELATED WORK

We now discuss the literature related to (1) querying and
mining of uncertain graphs (Section 2.1) and (2) graph em-
bedding (Section 2.2).

2.1 Uncertain Graphs

Querying and mining over uncertain graphs has been widely
studied in recent years, including query processing, e.g., k-
NN queries [31], structural-similarity computing [10, 45] and
dense subgraph retrieval [6, 15, 27], as well as graph mining
tasks, e.g., frequent subgraph mining [44, 46], clustering [21,
24] and classification [8]. [19] is a survey on mining uncertain
graphs.

Potamias et al. [31] study the k-NN problem over uncertain
graphs. They propose several distance functions between
nodes that extend shortest path distances from deterministic
graphs and devise sampling based algorithms to answer k-NN
queries efficiently.

Zou and Li [45] study several structural-context similarities
for uncertain graphs, including the Jaccard similarity [16], the
Dice similarity [9] and the cosine similarity. In this paper, we
also investigate the Jaccard similarity for uncertain graphs,
and propose an O(nd2) algorithm which is O(d) times faster
than directly applying their algorithm, where n is the number
of nodes in the uncertain graph G and d is the maximum
node degree of G.

Kollios et al. [21] focus on the node clustering task on
uncertain graphs, and propose a new definition of clustering
based on expected edit distance, as well as algorithms for
clustering. In addition, Dallachiesa et al. [8] focus on the
node classification task on uncertain graphs and propose two
algorithms based on iterative probabilistic labeling which
incorporate the uncertainty of edges in their operation.
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Different from existing works, we adopt the embedding
paradigm, i.e., learning a low-dimensional vector for each
node, for uncertain graphs, which can serve a wide range
of tasks, e.g., clustering, classification, k-NN search, link
prediction, etc. Experimental results in Section 6 demon-
strate that our solution, URGE, performs better than those
algorithms customized for clustering [21], classification [8]
and k-NN [31].

2.2 Graph Embedding

Another kind of work related is graph embedding (a.k.a.,
dimension reduction), which aims at learning latent repre-
sentations associated with nodes. Graph embedding can be
used for many graph analysis tasks, e.g., node classification,
clustering, link prediction, etc.

Traditional techniques [2, 33, 38] usually rely on computing
the leading eigenvectors of the affinity matrices constructed
from the feature vectors of nodes. As pointed out in [13],
these methods suffer from both computational and statistical
performance drawbacks.

Recently, inspired by Skip-Gram [26], a widely adopted
language model which optimizes the co-occurrence likeli-
hood among words that appear within a window of a sen-
tence, many graph embedding models have been proposed to
learn effective representations, e.g, DeepWalk [30], LINE [36],
node2vec [13], etc. Particularly, DeepWalk considers a graph
as a document, and truncated random walks on the graphs as
sentences in the document. Hence, the Skip-Gram model can
be adopted to learning representations on graphs. node2vec
extends DeepWalk by designing a flexible biased random walk
procedure based on second-order random walks. Different
from DeepWalk and node2vec which utilize random walk to
capture the proximities between nodes, LINE uses an explicit
objective function to preserve both first-order and second-
order proximities between nodes in the representation space.
Specifically, LINE learns two vectors for the first-order and
second-order proximities separately and then concatenates
them to form the final representation.

However, all those existing embedding models are not
designed for uncertain graphs. In this paper, we propose an
embedding method, URGE, customized to uncertain graphs,
by treating uncertainty as a first-class citizen.

Other related works like HOPE [28] which focuses on pre-
serving asymmetric transitivity in directed graph embedding
and SDNE [41] which is a semi-supervised deep model that
captures the highly non-linear graph structure, cannot sup-
port uncertain graphs.

3 UNCERTAIN GRAPH EMBEDDING

An uncertain graph is denoted by G = (V,E,P), with node
set V , edge set E, and probability set P. Pe (or Puv where
e = (u, v)) is the probability associated with the edge e ∈ E,
which is the probability that edge e exists in the graph.

Under the Possible World Semantics (or PWS) [18, 21, 31,
43], an uncertain graph G represents a probability distribution
over all its possible worlds. In particular, a possible world
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Figure 2: Flowchart of URGE

of G is a deterministic graph G = (V,EG), where EG ⊆ E.
Following previous work for uncertain graphs [31, 44], we also
assume that the existence probabilities of edges are mutually
independent. Hence, the probability of a possible world G is
defined as:

Pr[G] =
∏

e∈EG

Pe

∏

e∈E\EG

(1−Pe) (1)

As shown in Fig. 1 (in Section 1), Fig. 1a is an uncertain
graph G and Fig. 1b is one of its possible worlds G.

Definition 3.1 (Uncertain Graph Embedding). Given an
undirected uncertain graph 1 G, the problem of uncertain
graph embedding aims to represent each node v ∈ V by
a vector in a low-dimensional space ℜK , i.e., learning an
embedding matrix U ∈ ℜn×K , where n = |V | is the number
of nodes in G and K ≪ n is the number of dimensions in the
embedded space and the i-th row, ui, is the embedding vector
of the i-th node. In the embedded space ℜK , the proximities
among nodes in the original uncertain graph G are preserved.

3.1 The URGE Model

In this subsection, we present our solution, URGE, for un-
certain graph embedding, which can preserve the proximities
among nodes well in the embedded space.

Given an uncertain graph G, let S ∈ ℜn×n be a proximity
matrix of G, where Suv is the proximity between node u and
v. Yang et al. [42] have proved that DeepWalk, a leading em-
bedding method, is inherently a matrix factorization process
whose power on embedding has been shown in [1, 28, 39, 42].
In this paper, we adopt the matrix factorization model to
preserve the proximity. That is, we wish to find matrices
U ∈ ℜn×K and Ũ ∈ ℜn×K such that:

min
U,Ũ

‖S−UŨT ‖2 +
λ

2
(‖U‖2 + ‖Ũ‖2), (2)

where ‖ · ‖ is the L2 norm, and the factor λ controls the
weight of the regularization term. In this paper, as used
in [39], we take the learnt representations U as features.

Fig. 2 is the flowchart of the URGE model. URGE consists
of two steps, described as follows:

(1) compute the proximity matrix S for the given uncer-
tain graph G.

(2) apply matrix factorization to get the embedded space
U.

1In this paper, we focus on undirected uncertain graphs. Our solution
can be extended to directed uncertain graphs easily.
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Next, we investigate two common proximity measures for
uncertain graphs, as well as their efficient computation, in
Section 4. We then describe how to optimize the loss function
(Eq. 2) efficiently in Section 5.

4 PROXIMITY MATRIX FOR

UNCERTAIN GRAPHS

Both low- and high-order node proximity measures have
been studied in graph embedding. Specifically, LINE [36]
focuses on preserving the low-order proximity, e.g., first-
order relationship (edges in graph) and second-order rela-
tionship (2-hop relationship), since it can reflect the local
structure among nodes well. Meanwhile, other works like
DeepWalk [30] and node2vec [13] focus on preserving the
high-order proximity to capture the global structure among
nodes. In this section, we investigate both low- and high-order
proximity measures. In particular, we study a second-order
proximity (the expected Jaccard similarity) in Section 4.1
and a high-order proximity (probabilistic random walk with
restart) in Section 4.2. Other proximity measures can also
be adopted in the URGE model.

4.1 Expected Jaccard Similarity

The Jaccard similarity [16] has been widely used to measure
the similarity between nodes of graphs. Particularly, given
a deterministic undirected graph G, the Jaccard similarity
(SJ

uv)G between two nodes u and v of the graph G, is defined
as follows2:

(SJ
uv)G =

|NG(u) ∩NG(v)|

|NG(u) ∪NG(v)|
, (3)

where NG(x) denotes the neighbor set of node x on G.
The Jaccard similarity defined on deterministic graphs does

not make sense on uncertain graphs. Given an uncertain
graph G, the Jaccard similarity between two nodes u and v
of G may be different on different possible worlds of G due
to the difference of neighbor sets.

Definition 4.1 (Expected Jaccard Similarity [45]). Given an
undirected uncertain graph G, the expected Jaccard similarity
(EJS for short) between two nodes u and v of G is defined as
follows:

SEJS
uv =

∑

G∈Ω(G)

(SJ
uv)GPr[G]

=
∑

G∈Ω(G)

|NG(u) ∩NG(v)|

|NG(u) ∪NG(v)|
Pr[G]

(4)

where Ω(G) is the set of all possible worlds of G.

In other words, SEJS
uv = E[(SJ

uv)G] = E
[
|NG(u)∩NG(v)|
|NG(u)∪NG(v)|

]
,

where the expectation is computed over all possible worlds
G that are chosen at random from Ω(G) with probability
Pr[G].

Zou and Li [45] proposed an approximate algorithm to
compute SEJS

uv , the EJS between node u and v, in O(d) time,
where d is the maximum node degree of G, based on following
two lemmas.

2The similarity is required to be 0 if the denominator is 0.

Lemma 4.2. [35] Let X and Y be two nonnegative random
variables such that P{X ≤ Y } = 1 and E[Y ] > 0. If Y = 0,
we require X/Y = 0. Then based on the second order Taylor
expansion we have:

E

[
X

Y

]
≈

E[X]

E[Y ]
−

Cov(X,Y )

E[Y ]2
+

E[X]Var(Y )

E[Y ]3
. (5)

Lemma 4.3. [45] Given an uncertain graph G and two
nodes u and v of G, let Xuv = |NG(u) ∩NG(v)| and Yuv =
|NG(u) ∪NG(v)|, where G is a possible world of G chosen at
random from Ω(G) with probability Pr[G]. Then,

E[Xuv ] =
∑

w∈(NG(u)∩NG(v))

Pu∧v(w), (6a)

E[Yuv ] =
∑

w∈(NG(u)∪NG(v))

(1− Pū∧v̄(w)), (6b)

Var(Yuv) =
∑

w∈(NG(u)∪NG(v))

Pū∧v̄(w)(1− Pū∧v̄(w)),

(6c)

Cov(Xuv , Yuv) =
∑

w∈(NG(u)∩NG(v))

Pu∧v(w)Pū∧v̄(w), (6d)

SEJS
uv = E

[
Xuv

Yuv

]
≈
E[Xuv ]

E[Yuv ]
−

Cov(Xuv , Yuv)

E[Yuv ]2
+

E[Xuv ]Var(Yuv)

E[Yuv ]3
,

(6e)

where NG(x) denotes the neighbor set of node x on G, Pu∧v(w) =
PuwPvw is the probability that both edges (u,w) and (v, w)
exist, and Pū∧v̄(w) = (1−Puw)(1−Pvw) is the probability
that both edges (u,w) and (v, w) do not exist.

Given any pair (u, v) of nodes, the EJS between u and v,
SEJS
uv , can be computed by visiting all neighbors of u and v

once. Since [45] only focuses on computing the EJS for a pair
of nodes, it is still not clear on how to compute the whole
EJS matrix, SEJS, efficiently. A naive way is to enumerate all
2-hop neighbors, v, for each node u on G and compute SEJS

uv .
The time complexity is O(nd3), where n is the number of
nodes in G, since there are up to O(nd2) pairs of nodes on G.

In the following, we propose an algorithm called FastEJS,
which can compute the EJS for all pair of nodes simulta-
neously (i.e., the whole EJS matrix SEJS) in O(nd2) time,
which is O(d) times faster than directly applying the solution
proposed in [45].

The key idea of FastEJS is to transform union operators
in Eq. 6b and Eq. 6c to intersection operators, which can
be done by replacing Pū∧v̄(w) with (1−Puw)(1−Pvw) in
Eq. 6b and Eq. 6c. Then, we have 3:

E[Yuv ] =
∑

w∈(NG(u)∪NG(v))

(Puw +Pvw − Pu∧v(w))

=
∑

w∈NG(u)

Puw +
∑

w∈NG(v)

Pvw −
∑

w∈(NG(u)∩NG(v))

Pu∧v(w)

=
∑

w∈NG(u)

Puw +
∑

w∈NG(v)

Pvw − E[Xuv ]

(7)

3For any node u ∈ V on G, if node w /∈ NG(u), Puw = 0.
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and,

V ar(Yuv) =
∑

w∈NG(u)

Puw +
∑

w∈NG(v)

Pvw −
∑

w∈NG(u)

P2
uw −

∑

w∈NG(v)

P2
vw

︸ ︷︷ ︸
part A

−
∑

w∈(NG(u)∩NG(v))

Pu∧v(w)(3− 2Puw − 2Pvw + Pu∧v(w))

︸ ︷︷ ︸
part B

.

(8)

Furthermore, for each node w ∈ V , we observe that for
each pair (u, v) with {u, v} ⊆ NG(w) and u 6= v, Pu∧v(w)
contributes to E[Xuv] (Eq. 6a), E[Yuv] (Eq. 7) and V ar(Yuv)
(Eq. 8), and Pu∧v(w) Pū∧v̄(w) contributes to Cov(Xuv, Yuv)
(Eq. 6d). In addition, for each node u ∈ V ,

∑
w∈NG(u) Puw

and
∑

w∈NG(u) P
2
uw can be computed in O(d) time.

Based on the above analysis, the pseudocode of FaseEJS
is shown in Alg. 1. FastEJS computes SEJS as follows: after
initialization (lines 1-2), for each node w ∈ V , we first record
the sum (Ψ(w)) and square sum (Υ(w)) of probabilities over
all edges starting from w (line 5); then we enumerate all
possible pairs (u, v) with {u, v} ⊆ NG(w) and u 6= v, and for
each candidate pair e = (u, v), update the corresponding val-
ues of µx(e) (i.e. E[Xuv]), σy(e) (i.e. V ar(Yuv)) and σxy(e)
(i.e. Cov(Xuv, Yuv)) according to Eq. 6a, Eq. 8 part B, and
Eq. 6d respectively (lines 7-11). Finally, for each candidate
pair e = (u, v) of nodes being computed, we calculate µy(e)
(i.e. E[Yuv]), update σy(e) (i.e. V ar(Yuv)) and compute SEJS

uv

based on Eq. 7, Eq. 8 (part A) and Eq. 6e respectively (lines
13-15). It is easy to prove that the time complexity of Alg. 1
is O(nd2).

Algorithm 1: FastEJS(G)

Input: An uncertain graph G = (V,E,P)
Output: SEJS, the expected Jaccard similarity matrix

1 SEJS = 0n,n, µx = ∅, µy = ∅, σy = ∅, σxy = ∅;

2 Ψ = ∅, Υ = ∅;

3 for each node w ∈ V do
4 T = NG(w); /* the neighbor set of w */

5 Ψ(w) =
∑

u∈T Pwu, Υ(w) =
∑

u∈T P2
wu;

6 for each pair e = (u, v) ∈ T × T and u 6= v do

7 if e /∈ µx then
8 Initialize µx(e), µy(e), σy(e), σxy(e) to 0;

9 µx(e) = µx(e) + Pu∧v(w);

10 σy(e) = σy(e)− Pu∧v(w)(3 -2Puw

-2Pvw+Pu∧v(w));

11 σxy(e) = σxy(e) + Pu∧v(w)Pū∧v̄(w);

12 for each pair e = (u, v) ∈ µx do

13 µy(e) = Ψ(u) + Ψ(v)− µx(e);

14 σy(e) = σy(e) + Ψ(u) + Ψ(v)−Υ(u)−Υ(v);

15 SEJS
uv =

µx(e)
µy(e)

−
σxy(e)

µy(e)2
+

µx(e)σy(e)

µy(e)3
;

16 return SEJS;

4.2 Probabilistic Random Walk with

Restart

In this subsection, we first introduce the transition procedure
between nodes on uncertain graphs and then present the
probabilistic random walk with restart proximity.

4.2.1 Probabilistic Transition Matrix. Since each edge is
associated with an existence probability in G, the definition
of transition probability from one node to another is different
from the one on deterministic graphs. In this paper, we follow
the definition of the transition procedure on uncertain graphs
proposed in [31]. Specifically, for each node u, the transition
procedure is defined as follows: 1) generate a possible world
G for u; 2) walk to a neighbor uniformly at random if there
exists any neighbors of u in G, otherwise stay at u.

Based on the above transition procedure, we now give the
formal definition of the probabilistic transition matrix which
describes the transition probability from one node to another.

Definition 4.4 (Probabilistic Transition Matrix [10, 31]).
Given an uncertain graph G = (V,E,P) and its possible
world set Ω(G), the probabilistic transition matrix (PTM for
short) W is defined as:

Wuv =

{ ∏
(u,v)∈E(1−Puv), u = v∑
G∈Ω(G)∧(u,v)∈EG

1
dGu

Pr[G], u 6= v
(9)

where EG is the edge set of the possible world G and dGu is
the out-degree of node u in G.

Since the number of possible worlds is exponential, the
time cost for computing the PTM of G, W, is extremely high
if we directly follow Definition 4.4. How to calculate the
PTM efficiently? Next, we first show an existing solution
proposed in [10]. Then, we propose a faster algorithm to
further improve the efficiency.

Let St(u) be a star graph of node u extracted from G by
remaining edges associated with u, |St(u)| be the number of

edges in St(u), and the combination probability Φ
(
E
i

)
denote

the probability that i edges exist in an edge set E with |E|
edges. The summation of transition probabilities from node
u to v on those possible worlds of G with out-degree being

i + 1 (0 ≤ i ≤ |St(u)| − 1) is 1
i+1

PuvΦ
(
St(u)\(u,v)

i

)
. Based

on this observation, Du et al. [10] derived another formula
for Wuv (u 6= v) from the perspective of summing up the
transition probabilities over all different values of out-degree
from 1 to |St(u)|:

Wuv = Puv

|St(u)|−1∑

i=0

1

i+ 1
× Φ

(St(u) \ (u, v)

i

)
. (10)

Thus, the key problem of computing Wuv is to compute
the combination probability Φ efficiently. For any edge set
E={e1, · · · , e|E|}, let Ej={e1, · · · , ej} (1 ≤ j ≤ |E|). [10]

devised a dynamic programming method to compute Φ
(
E
i

)

in quadratic time based on the following recursion equation:

Φ
(Ej
i

)
=





Φ
(Ej−1

i

)
(1−Pej ), i = 0

Φ
(Ej−1

i−1

)
Pej , i = j

Φ
(Ej−1

i−1

)
Pej +Φ

(Ej−1

i

)
(1−Pej ), others

(11)
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where Pej is the existence probability of edge ej on G, 0 ≤

i ≤ j, and 1 ≤ j ≤ |E|. By initializing Φ
(
∅
0

)
to 1, Φ

(
St(u)\(u,v)

i

)

(i = 0, . . . , |St(u)|−1) can be computed in O(d2) time, where
d is the out-degree of node u on G.

After getting Φ
(
St(u)\(u,v)

i

)
for i = 0, . . . , (|St(u)|−1), Wuv

can be computed in linear time based on Eq. 10. Then, the
probabilistic transition probabilities of all edges starting
from node u, i.e., Wu∗, can be computed straightforwardly
in O(d3) time by computing Wuv for each pair of edges 4.

In what follows, we propose a hash-based algorithm called
DP hash, which computes approximate Wu∗, denoted as

W̃u∗, in O(hd2) time where h is the size of the hash set,
with h ≪ d. The key idea is that, for two edges (u, vk) and
(u, vt) which start from node u, if their existence probabilities
are very close, then their probabilistic transition probabilities
(Wuvk and Wuvt) will also be very close. In the extreme case,
if their existence probabilities are the same (Puvk = Puvt),
then their probabilistic transition probabilities are the same
too (Wuvk = Wuvt). Hence, after dividing the existence
probability interval (i.e. (0, 1]) into h slots, when computing
Wuvk , we first check whether there is an edge (u, vt) with
similar existence probability (e.g., mapping to the same slot)

has been computed. If so, we directly set W̃uvk as Wuvt ;

otherwise compute W̃uvk based on Eq. 11 and Eq. 10. Alg. 2
is the pseudocode of the DP hash algorithm. Since each hash
slot is computed at most once, the time complexity of Alg. 2
is O(hd2).

Algorithm 2: DP hash(St(u), h)

Input: The star graph of node u in G with edges

(u, v1), · · · , (u, v|St(u)|) and h, the size of the hash set
Output: Wu∗, the probabilistic transition probabilities of

all edges starting from u
1 if St(u) contains only one edge (u, v1) then

2 return W̃uv1 = Puv1 ;

3 Initialize H[0...h− 1] = false, Ψ = ∅;

4 for each edge (u, vk) ∈ St(u) do
5 id = Round(Puvk · h); /* map Puvk to a hash slot */

6 if H[id] is true then

7 W̃uvk = Ψ[id];

8 else

9 Compute Φ
(
St(u)\(u,vk)

i

)
(i=0...|St(u)|-1) based on

Eq. 11;

10 Compute W̃uvk = Wuvk based on Eq. 10;

11 H[id] = true, Ψ[id] = W̃uvk ;

12 return W̃u∗;

Theorem 4.5. For any edge (u, vk) ∈ St(u), suppose the
approximate value of the probabilistic transition probability

from node u to vk returned by Alg. 2 is W̃uvk . The accuracy

loss can be bounded as: |Wuvk − W̃uvk | <
1
h
.

4[10] also proposed an incremental dynamic programming algorithm.
However, practically it returns answers with unacceptable precision
loss. Hence, we omit the comparison with it.

Proof. There are two cases to obtain W̃uvk based on

whether H[id] is true or not (line 6). If H[id] is false, W̃uvk

is obtained based on Eq. 10 directly (lines 9-11), i.e., W̃uvk =
Wuvk . Then, the inequation holds.

Otherwise, W̃uvk is obtained from other recorded prob-
abilistic transition probability (say, Wuvt) since Puvt and
Puvk are mapped to the same hash slot (line 7). Then, let
ek (resp. et) denote the edge (u, vk) (resp. edge (u, vt)) and
m = |St(u)|. We have:

|Wuvk − W̃uvk | = |Wuvk −Wuvt |

=

∣∣∣∣∣Puvk

m−1∑

i=0

1

i+ 1
Φ
(St(u) \ ek

i

)
−Puvt

m−1∑

i=0

1

i+ 1
Φ
(St(u) \ et

i

)∣∣∣∣∣

=

∣∣∣∣∣Puvk

(
m−2∑

i=0

1

i+ 1
Φ
(St(u) \ {ek, et}

i

)
(1−Puvt )

+

m−2∑

i=1

1

i+ 1
Φ
(St(u) \ {ek, et}

i

)
Puvt

)

−Puvt

(
m−2∑

i=0

1

i+ 1
Φ
(St(u) \ {ek, et}

i

)
(1−Puvk )

+

m−2∑

i=1

1

i+ 1
Φ
(St(u) \ {ek, et}

i

)
Puvk

)∣∣∣∣∣

=

∣∣∣∣∣(Puvk −Puvt )

m−2∑

i=0

1

i+ 1
Φ
(St(u) \ {ek, et}

i

)∣∣∣∣∣
(12)

Since
∑m−2

i=0 Φ
(
St(u)\{ek,et}

i

)
= 1, we have:

m−2∑

i=0

1

i+ 1
Φ
(St(u) \ {ek, et}

i

)
≤ 1, and (13a)

|Wuvk − W̃uvk | ≤ |(Puvk −Puvt )| <
1

h
. (13b)

�

Based on Alg. 2, the PTM of G can be computed inO(hnd2)
time by invoking Alg. 2 for each node u ∈ V .

4.2.2 Probabilistic Random Walk with Restart. Random
walk with restart (RWR) [29] is a widely adopted proximity
measure, due to its ability to capture the global structure
of the graph. RWR proximity from node u to node v, is the
stationary probability for a random walker starting from u to
reach v after infinite time; at any transition the random walk
restarts at u with probability α (0 < α < 1) and moves to a
random neighbor with probability (1 − α). The stationary
probability of reaching another node v from u reflects how
close u is to v with respect to the graph structure.

Given an uncertain graph G, the probabilistic random walk
with restart (PRWR) is defined as the RWR based on the
PTM. Let SPRWR be the PRWR proximity matrix, it can be
computed iteratively using the following formula:

SPRWR = (1− α)SPRWRW + αI, (14)

where W is the PTM and I is an identity matrix.
Given the PTM, Monte Carlo methods can be used to

simulate the random walk process [11, 23]. Particularly, we
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simulate R independent random walkers starting from u and
taking L steps, where L follows a geometric distribution
Pr[L = i] = α(1 − α)i, i = {0, 1, 2...} with α as the restart
probability. Denote by Rx the number of times the walker
ends at x. Then, the PRWR of node x in the view of u (SPRWR

ux )
can be approximated by the probability that the random

walker ends at x, i.e., S̃PRWR
ux = Rx

R
. Based on the Hoeffding

Inequality [14], the approximate PRWR can be bounded as:

Pr[|SPRWR
ux − S̃PRWR

ux | ≥ ǫ] ≤ 2 exp(−2Rǫ2), for any ǫ > 0.
Given the PTM, SPRWR can be computed in O(nR 1

α
) time

using the above Monte Carlo method, where R is the number
of walkers, and 1/α is the expected length of random paths.

5 OPTIMIZING THE TRAINING

PROCESS

Given the proximity matrix S, directly optimizing the loss
function (Eq. 2) is time consuming, because there are n2

entries in S and we need to calculate the gradient for each
entry (a pair of nodes (u, v), {u, v} ⊆ V ). To speed up the
training process, inspired by the negative sampling approach
proposed in [26], which samples a small number of negative
objects to enhance the influence of positive objects, we define
the loss function for each pair (u, v) of objects with non-zero
proximity Suv as follows:

(Suv −UuŨ
T
v )2 +

λ

2
(‖Uu‖

2 + ‖Ũv‖
2)

+
k∑

i=1

Eui∼Pn(u)((Suui −UuŨ
T
ui

)2 +
λ

2
(‖Uu‖

2 + ‖Ũui‖
2))

(15)

where k is the times of sampling, Pn(u) ∝ d
3/4
u as proposed

in [26], and du is the out-degree of node u. We adopt the
asynchronous stochastic gradient algorithm (ASGD)[17] for
optimizing Eq. 15. In each step the ASGD algorithm samples
a mini-batch of edges and then updates the model parame-
ters.

6 EXPERIMENTAL RESULTS

We have evaluated URGE over three common uncertain
graph mining tasks: node clustering, node classification, and
k-NN search. For all these tasks, we consider the following
embedding algorithms:

• DeepWalk [30]5, which learns K-dimensional feature
representations by simulating uniform random walks.

• LINE [36]6 is an embedding method that preserves first-
and second-order proximity between nodes. For each node, it
learns two vectors for the first-order (K/2 dimensions) and
second-order (K/2 dimensions) proximities separately, and
then concatenates them.

• node2vecqp [13]7 extends DeepWalk to exploit homophily
and structural roles for node embedding based on a biased
random walk procedure. Here p and q are the return and
in-out parameters respectively. Note that DeepWalk is a

5https://github.com/phanein/deepwalk
6https://github.com/tangjianpku/LINE
7https://github.com/aditya-grover/node2vec

special case of node2vec with p = 1 and q = 1. We perform
experiments for both node2vec0.250.25 and node2vec14, which are
the best values of p and q as suggested by the authors of [13].

• URGEEJS is our URGE solution based on EJS.
• URGEPRWR is our URGE algorithm based on PRWR. To

compute SPRWR, we set the size of hash set h = 100, walkers
per node R = 5000 and restart probability α = 0.15.

In the methods above, the dimension K is 128 by default,
as used in [13, 30, 36]. For DeepWalk and node2vec, we use
the typical values used in [13], i.e., 10 walkers per node, walk
length l = 80, context size k = 10. For LINE, we use the
default training settings, i.e., starting value of the learning
rate ρ0 = 0.025 and total number of training samples T =
100M for both first-order and second-order representations.
Unless otherwise stated, the number of negative samples is 3,
and the total number of training samples T = 100M .

We have also compared the effectiveness of the above
solutions with representative uncertain data mining solutions,
namely, MCL [40] and pKwikCluster [21] (for clustering);
uBayes+ [8] (for classification); and MostProbPath [31] (for
k-NN). We will describe settings of these solutions later.

All the experiments are conducted on a 16GB memory
machine with Intel(R) Core(TM) i7 CPU@2.3 GHz.

6.1 Clustering

We first conduct clustering tasks for four real Protein-Protein
Interaction (PPI) networks8 (two proteins are linked if it
is likely that they interact and all interactions are labeled
with probabilities (confidence) by biologists): 1) Krogan core:
the core interaction dataset from [22] with all edges have
probability no less than 0.27 and about one fourth of the
edges with probability greater than 0.98; 2) Krogan extend:
the extended interaction dataset from [22] which contains
less reliable interactions than the Krogan core dataset, but
its coverage is higher; 3) Collins: the weighted interaction
map of [7], with mostly high-probability edges; 4) Gavin:
the dataset of [12], with the majority of edges having low
probabilities. The detailed statistics of PPI datasets are
summarized into Table 1.

The PPI networks are one of the benchmark datasets
used in previous works on uncertain graph clustering [21, 24].
In PPI networks, proteins can be grouped into different
complexes. Proteins in the same group will interact with
each other stably. In this group of experiments, we validate
the output of different methods with respect to a known
ground truth. We use the complex-memberships lists from
the MIPS database [25] as the ground truth. MIPS complexes
define co-complex relationships among proteins. Here, a co-
complex relationship is a pair of proteins that both belong
to the same complex. For each PPI network G, during the
evaluation, we only keep the proteins that occur in both G
and MIPS with complex size no less than 3, while the input to
the clustering algorithms is the entire graph G. The detailed

8http://www.nature.com/nmeth/journal/v9/n5/full/nmeth.1938.
html
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Name #Nodes #Edges Avg. Prob.

Krogan core 2,708 7,123 0.68

Krogan extend 3,672 14,317 0.42
Collins 1,622 9,074 0.78

Gavin 1,855 7,669 0.36

Table 1: Statistics of the PPI networks.

Name #Nodes #Complexes #GT Pairs

MIPS∩Krogan core 639 166 13,492

MIPS∩Krogan extend 885 178 17,101

MIPS∩Collins 765 153 13,552
MIPS∩Gavin 754 148 13,206

Table 2: Ground truth of the PPI networks.

Algorithm Krogan core Krogan extend Collins Gavin

DeepWalk 39.21 33.43 55.15 47.33

LINE 38.73 33.07 48.28 44.14

node2vec14 39.30 33.06 52.42 46.17
node2vec0.250.25 38.96 33.75 53.23 46.13

MCL 36.01 30.83 57.55 47.84

pKwikCluster 16.94 12.88 24.59 5.65

URGEEJS 38.39 30.08 55.61 54.54
URGEPRWR 44.86 35.58 58.16 52.59

Table 3: F1 scores (%) for clustering tasks.

statistics of the ground truth for different PPIs are listed in
Table 2 (GT is short for Ground Truth).

In addition to the embedding algorithms mentioned, we
compare URGE with the following two clustering algorithms:

• MCL [40]9 is a clustering algorithm for deterministic
graphs based on random walks and matrix multiplications.
MCL is used for comparison in previous works on uncertain
graphs [21, 24].

• pKwikCluster [21] is a clustering algorithm for uncertain
graphs.

We evaluate the output clusters in terms of the confusion
matrix, i.e., true positive, false positive, true negative and
false negative. We report the F1 score based on the confu-
sion matrix. For embedding algorithms, after getting the
K-dimensional representations for all nodes, hierarchical clus-
tering (Agglomerative with pooling-func being “mean”) [32]
is adopted to group proteins into different clusters. The
number of clusters for hierarchical clustering is equal to the
number of complexes in MIPS.
Results. Table 3 shows the results of clustering under dif-
ferent algorithms. Note that all existing embedding methods
for deterministic graphs, i.e., DeepWalk, LINE and node2vec
have similar performance. Moreover, MCL performs better
than pKwikCluster on all the PPI networks. We also observe
that URGEPRWR perform better than all other methods, be-
cause it keeps the high-order proximity of these uncertain
graphs well. Meanwhile, URGEEJS is worse than URGEPRWR

on most datasets except Gavin, since it only considers the
second-order proximity.

6.2 Classification

Next, we evaluate our solutions for node classification. We
conduct experiments on synthetic uncertain graphs generated

9http://www.micans.org/mcl

Metric Algorithm 20% 40% 60% 80%

Micro-F1(%)

DeepWalk 40.81 49.71 54.33 57.27
LINE 40.87 47.96 53.26 56.52
node2vec14 41.25 51.29 55.67 59.27

node2vec0.250.25 40.16 49.33 53.53 56.98
uBayes+ 32.43 45.13 44.57 57.44

URGEEJS 58.00 63.31 66.36 69.45

URGEPRWR 52.16 58.08 61.12 63.97

Macro-F1(%)

DeepWalk 38.12 48.22 52.95 55.98

LINE 39.02 46.37 51.70 55.08
node2vec14 39.42 49.21 53.93 57.69

node2vec0.250.25 38.11 47.64 51.93 55.37
uBayes+ 31.07 42.02 45.03 55.33
URGEEJS 55.48 61.45 64.49 67.50

URGEPRWR 49.86 56.41 59.64 62.42

Table 4: Results of classification on DBLP under
different training ratio(%).

by the obfuscating algorithm proposed in [5]10 on determinis-
tic graphs. The authors in [5] studied the problem of injecting
uncertainty (adding suitable edge probabilities) to turn a de-
terministic graph G into an uncertain graph G for the purpose
of identity obfuscation. Individual nodes of the original graph
G can no longer be identified in G, while G preserves some
global properties of G, such as degree distribution, diameter,
and clustering coefficient.

We generate an uncertain graph for each of the following
real-world deterministic graphs with default values of param-
eters: 1) DBLP: a bibliographic co-authorship information
network from DBLP used in [17] that contains 14,376 papers
and 45,583 edges (after obfuscation) classified into 4 classes;
2) Cora [34]11: a research paper citation network which con-
tains 2,708 machine learning papers and 8,365 edges (after
obfuscation) classified into 7 classes.

Here, we consider uBayes+ [8]12 which is a Bayes-based
classification algorithm customized for uncertain graphs.

For the embedding algorithms, after getting the 128 dimen-
sional representations for each nodes, we use one-vs-rest k
nearest neighbor (k-NN) classifiers with k = 5 to predict the
labels of the test samples. We increase the training ratio (TR)
on both datasets from 20% to 80%. For each fixed TR, we
repeat the process 10 times and report the average Micro-F1
and Macro-F1 scores.
Results. Tables 4 and 5 show the results of classification on
DBLP and Cora respectively. Notice that all our solutions
(URGEEJS and URGEPRWR) significantly outperform others in
terms of Micro-F1 and Macro-F1 consistently under different
train ratio. In particular, for the DBLP dataset (Table 4),
URGEEJS achieves the best Micro-F1 improvement on 17.2%
over the best performing baseline (node2vec14) when TR=80%.
For the Cora dataset (Table 5), URGEPRWR can achieve the
best Micro-F1 improvement on 28.7% over the best perform-
ing baseline (node2vec14) when TR=40%.

10http://boldi.di.unimi.it/obfuscation/
11http://linqs.cs.umd.edu/projects/projects/lbc/
12http://www.mi.parisdescartes.fr/∼themisp/collectiveclassification/
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Metric Algorithm 20% 40% 60% 80%

Micro-F1(%)

DeepWalk 44.93 52.81 56.56 60.09
LINE 33.41 38.92 43.04 47.14
node2vec14 44.50 52.48 56.29 59.62

node2vec0.250.25 44.15 51.60 56.39 60.19
uBayes+ 36.49 44.70 52.46 58.15

URGEEJS 57.22 62.47 64.51 66.00

URGEPRWR 62.87 67.56 69.61 72.03

Macro-F1(%)

DeepWalk 40.05 48.91 53.08 56.72

LINE 27.23 34.31 39.23 43.27
node2vec14 39.56 48.55 52.59 56.04

node2vec0.250.25 39.28 47.88 52.97 56.10
uBayes+ 35.67 45.34 52.84 57.55
URGEEJS 54.07 60.48 61.96 63.25

URGEPRWR 60.38 65.24 67.31 70.18

Table 5: Results of classification on Cora under dif-
ferent training ratio(%).
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Figure 3: Results of k-NN search on DBLP.

6.3 k-NN Search

We also evaluate the performance of our solutions on k-NN
search tasks. Specifically, we conduct experiments on the
DBLP dataset to compare the quality of k nearest authors
in the embedded space. In DBLP, two well-studied metrics
to measure the closeness between authors are: 1) the average
number of co-author papers between authors; 2) the average
number of common neighbors between authors. We evaluate
the quality of k-NN results by measuring their closeness to
the query node using the aforementioned metrics. For each
node with degree larger than 10, we compute the average
closeness between the query node and all its k-NN results by
using the original DBLP dataset as the ground truth. We
study MostProbPath [31] which is a k-NN search method for
uncertain graphs.
Results. By varying k from 1 to 100, Fig. 3a and Fig. 3b
show the results of k-NN search in terms of the average num-
ber of co-author papers and common neighbors respectively.
We observe that our methods (URGEEJS and URGEPRWR) per-
form much better than other competitors, since the nearest
authors found by our methods are closer to the query nodes
in terms of more co-author papers and common neighbors.
Specifically, when k = 1, the average number of co-author
papers (resp. common neighbors) is 1.9 (resp. 7.6) for
URGEEJS, while the corresponding value is 1.54 (resp. 5.8)
for the best baseline (MostProbPath). In addition, URGEEJS

and URGEPRWR achieve similar performance. The reason is
that DBLP is a co-authorship network and low-order, short-
distance relationship already reflects the graph structure
well.
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Figure 4: Efficiency evaluation.

Proximity Cora DBLP BlogCatalog

SEJS 2.04 14.85 3517.6

SPRWR 10.95 58.1 802.8

Table 6: Running time of computing different prox-
imity matrices (in seconds).

6.4 Efficiency

Finally, we evaluate the efficiency of computing different
kinds of proximity matrices on Cora and DBLP. We also
experiment on a larger dataset, called BlogCatalog [37], which
is a network of social relationships of the bloggers with 10,312
nodes and 665,018 edges (after obfuscation). For SEJS, we
compare our algorithm (FastEJS, Alg. 1) with the basic
solution (BasicEJS) which directly applies the algorithm
proposed in [45]. For SPRWR, we first evaluate the time cost
on computing the PTM and then report the running time
of computing SPRWR. We compare our hash-based dynamic
programming algorithm (DP hash, Alg. 2) with the basic
solution (BasicPTM) proposed in [10].

As shown in Fig. 4, both of our algorithms for EJS and
PTM are significantly faster than the basic ones. For example,
FasterEJS is 6.3 times faster than BasicEJS on DBLP, while
DP hash is 23 times faster than BasicPTM on BlogCatalog.

The execution time of computing different proximity ma-
trices using our proposed algorithms is reported in Table 6.
We can observe that all proximity matrices can be computed
efficiently. In particular, computing S

EJS is faster than S
PRWR

in smaller and sparser datasets (Cora and DBLP), while it is
much slower in the larger and denser graph (BlogCatalog). In
addition, using ASGD to train the model in our experiments
is very efficient. For example it only takes an average of 47.4s
on BlogCatalog.

To summarize, URGE outperforms existing embedding
algorithms (DeepWalk, LINE and node2vec) and uncertain
data mining algorithms (MCL, pKwikCluster, uBayes+ and
MostProbPath), for clustering, classification and k-NN. Our
novel algorithms for computing the proximity matrices are
also faster than existing ones.

7 CONCLUSIONS

In this paper, we examine the problem of uncertain graph
embedding and propose URGE, a proximity preserved embed-
ding method for uncertain graphs. Specifically, we investigate
two kinds of proximities (EJS and PRWR), as well as efficient
algorithms to compute them. Our experiments on both real
and synthetic datasets demonstrate the effectiveness of the
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URGE for various tasks, e.g., clustering, classification and
k-NN search, as well as the efficiency of our algorithms for
the computation of proximity matrices.
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Ulrich Güldener, Gertrud Mannhaupt, Martin Münsterkötter,
Philipp Pagel, Normann Strack, Volker Stümpflen, and others.
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